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#### Abstract

Since James introduced the idea of an e-abacus diagram in 1978, this topic plays important roles with many topics, especially in algebra. In this paper, we will present new insights on this topic so that it appears to us as a graph theory; specifically a directed graph, according to certain conditions, to be a new start with another field. This proposed technique will be applied to the model that was approved by Mahmood and Mahmood in 2019 on English letters and to see how successful we are on Letter-Word-Sentence. It is completely natural that this method will have a new and very difficult method as an entrance to a new type of encryption process.
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## 1 Introduction

Let $r$ be a nonnegative integer.The composition $\pi=$ $\left(\pi_{1}, \pi_{2}, \ldots, \pi_{n}\right)=\left(\theta_{1}^{\gamma_{1}}, \theta_{2}{ }^{\gamma_{2}}, \ldots, \theta_{m}{ }^{\gamma_{m}}\right.$ ) (where $\gamma_{z}$ the number of times $\theta_{z}$ appeared, $\left.z=1,2, \ldots, m\right)$ of $r$ is a sequence of non-negative integers such that $|\pi|=\sum_{j=1}^{n} \pi_{j}=\sum_{z=1}^{m} \theta_{z}{ }^{\gamma_{z}}=r$. The composition is called a partition of $r$ if $\pi_{j} \geq \pi_{j+1}, \forall j \geq 1$. Fix $\pi$ is a partition of $r$ and defining $\beta_{i}=\pi_{i}+b-i$, $1 \leq i \leq b$. The set $\left\{\beta_{1}, \beta_{2}, \cdots, \beta_{b}\right\}$ is said to be the set of $\beta$ - number for $\pi$, see [10]. Let $e$ be a positive integer number greater than or equal to 2 , we can represent numbers by a diagram called $e$-abacus diagram, see[5], as shown:

Table 1.
$e$-Abacus Diagram

| Runner 1 | Runner 2 | $\cdots$ | Runner $\boldsymbol{e}$ |
| :---: | :---: | :---: | :---: |
| 0 | 1 | $\cdots$ | $e-1$ |
| $e$ | $e+1$ | $\cdots$ | $2 e-1$ |
| $2 e$ | $2 e+1$ | $\cdots$ | $3 e-1$ |
| $\vdots$ | $\vdots$ | $\cdots$ | $\vdots$ |

where every $\beta$ will be represented by a ( $\boldsymbol{\bullet}$ ) and the rest of the sites by ( - ). In fact, the definition of $e$ Abacus diagram will leads us to the fact that the presence of an infinite number of diagrams are all suitable for any partition according to the value of $e$. Each partition will be represented first through by Young tableau [ $\pi$ ]; see [4], and later by e-Abacus
diagram, for example, if $\pi=\left(3^{3}, 2,1^{2}\right)$ and $e=3$ or 4 , there exist many of $e$-abacus diagrams:

Table 2.
Young Tableau and $e$-Abacus Diagram of


Now, Many branches of mathematics, such as group theory, set theory, matrix theory and topology, have close connections with graph theory, therefore consider graph theory is one of the most important topics in applied sciences and engineering for because it is a mathematical model through which to analyse many concrete real-world problems successfully,[1]. There are two types of graphs: undirected graph is called graph and directed graph is called digraph. The graphs that we will be dealing with is directed graphs in this paper such that digraphs arise in a natural way in many applications of graph theory [3,6,11]. A graph $G$ is an ordered pair of non-empty set $V(G)$ of elements called vertices and a family $E(G)$ (it may be empty) from unordered pairs of vertices, each element of $E(G)$ is called an edge.A digraph $D$ as a set $V(D)$ that is non-empty of elements called vertices with a family $A(D)$ of ordered pairs of vertices is called each ordered pair of vertices $(u, v)$, where
$u, v \in V(D)$ a directed edge ( directed edge from $u$ to $v$ ). A directed graph is expressed as an ordered pair $(V(D), A(D))$. The number of vertex set $V(D)$ is the order digraph and the number of directed edges in $A(D)$ is the size digraph. A digraph $D$ is called finite if both $V(D)$ and $A(D)$ are finite [2]. In this paper, we will connecting between e-abacus diagram and directed graph by designing a specific matrix as a real input for this connection.

## 2 e-Abacus Directed Graph

By looking at any e-Abacus diagram, we will always see the existence of $(\bigcirc)$ and $(-)$, so if we assume that any ( $\bigcirc$ ) corresponds to 1 , any ( - ) corresponds to 0 and that this diagram is a matrix of elements 1 and 0 , thus becoming matrix for this diagram, (this matrix we call it e-abacus diagram representative matrix).By above example:

Table 3
The Matrix of $\boldsymbol{e}$-Abacus Diagram


Now, in graph theory, if $a=(u, v)$ is a directed edge of $D, a$ is said to be incident out of $u$ and incident into $v$, also $u$ is said to be adjacent to $v$ and $v$ is adjacent from $u$. The number of directed edges incident out of a vertex $v$ is the outdegreeof $v$ and it's denoted by $\operatorname{outdeg}(v)$ and the number of directed edges incident into $v$ is the indegree of $v$ and it's denoted by indeg(v). The sum outdegree and indegree of a vertex $v$ is a degree of $v$, i.e., $\operatorname{deg}(v)=\operatorname{outdeg}(v)+$ indeg.

An directed edge having the same ends is called a loop of $D[12]$. We can represent the digraph $D$ by matrix which is called adjacent matrix of directed graph and defined as:

$$
m_{i, j}=\left\{\begin{array}{l}
1 ; \text { if }\left(v_{j}, v_{k}\right) \text { is an arc of } D \\
0 ; \text { otherwise }
\end{array}\right.
$$

we note that $m_{j, j}=1$ if the $\operatorname{arc}\left(v_{j}, v_{j}\right)$ is a directed loop. Also, from adjacent matrix of digraph can be to obtained the digraph. adjacent matrix of digraph is square matrix, 0 or 1 elements, unconditional symmetric and the sum elements of each row is representation the outdegree of corresponds vertex in row and the sum elements of each column is representation the indegree of corresponds vertex in
column. If the digraph without directed loop, then the elements of diagonal matrix are zero.

The following theorem gives the necessary and sufficient condition for an e-Abacus diagram to be an adjacent matrix corresponding to a digraph

Theorem: Every matrix $(0,1) \sim(-, \bigcirc)$ generated from an $e$-abacus diagram is square if and only if it's represents a matrix adjacent to a digraph.

Proof: An $e$-abacus diagram can be represented by a matrix by making each node or slash in the diagram an element with a value of one or zero respectively in the matrix $M$. Suppose that the matrix $M$ of elements $(0,1)$ is a square matrix with size $n \times n$. In order to find an adjacent matrix of $A$ for a digraph corresponding to the matrix resulting from an $e$ Abacus diagram, suppose $\emptyset$ bijective mapping between the row numbers and vertices labels to the indication digraph $D$ of order $n$ has vertex set $V(D)=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$, where $\emptyset:\left(Z_{n+1}-\{0\}\right)$ $\rightarrow V(D)$ such that: $\emptyset(j)=v_{j}, j=1,2, \ldots, n$.

Also, in the same method with respect to the column numbers and vertices labels, that is: $\varnothing(k)=v_{k}, k=1,2, \ldots, n$.
Then $\varnothing(M(j, k))=A\left(v_{j}, v_{k}\right), j, k=1,2, \ldots, n$,
where $\varnothing$ is a bijective mapping of the elements of the matrix $M$ to the elements of the adjacent matrix $A$ of a digraph, i.e., $\emptyset: ~ M(j, k) \rightarrow A\left(v_{j}, v_{k}\right), j, k=$ $1,2, \ldots, n . \quad A\left(v_{j}, v_{k}\right)=1$ when $M(j, k)=1$, this means that the vertex $v_{j}$ is adjacent to the vertex $v_{k}$, and $A\left(v_{j}, v_{j}\right)=1$ when $M(j, j)=1$, this means that the vertex is $v_{j}$ incident on a directed loop, as well as $A\left(v_{j}, v_{k}\right)=0$ when $M(j, k)=0$, this means that the vertex $v_{j}$ is not adjacent to the vertex $v_{k}$. So the square matrix $M$ generated from an e-Abacus diagram is adjacent matrix of digraph. Likewise, we can get an e-Abacus diagram from the adjacent matrix of an digraph, this complete the proof.

The matrix $A(3$ - abacus diagram $)=\left[\begin{array}{lll}0 & 1 & 1 \\ 0 & 1 & 0 \\ 1 & 1 & 1\end{array}\right]$
in Diagram 2 is a square matrix, therefore it's represent the adjacent matrix and which corresponding digraph below in Figure 1.


Fig. 1.

## Directed Graph of 3 - Abacus Diagram in Diagram 2.

But the e-abacus diagram representative matrix when $e=3$ in Diagram 1, we can't representation by directed graph because it's not square matrix. If the number of rows in e- Abacus diagram is less than from the number of columns, then we can be obtain on square matrix by addition new rows have elements zeros, this operation does not effected on partition; see Diagram 3, but if the number of columns in e- abacus diagram is less than from the number of rows, then we can be obtain on square matrix by addition new columns have elements zeros, this operation is effected of value of partition, this means choosing $e$ different from the original model, then this case is not taken.

A digraph is symmetric if $(u, v) \in E(D)$, then $(v, u) \in E(D)$. The complete symmetric digraph $K_{n}^{*}$ of order $n$ has both $\operatorname{arcs}(u, v)$ and $(v, u)$ for any distinct vertices $u$ and $v$. A digraph is called an oriented graph if $(u, v) \in E(D)$ but $(v, u) \notin E(D)$. Thus, an oriented graph $D$ can be obtained from a graph $G$ by assigning a direction to each edge of $G$ and transforming $G$ itself into an oriented graph. The digraph $D$ is also called an orientation of $G$. An orientation of a complete graph is called a tournament [2].

From the relationship between the of $\mathrm{e}-$ abacus diagram and digraphs, we can get many properties, such as:

1. If the e-abacus diagram representative matrix is identity matrix, then digraph has only directed loop on every vertex.
2. If the e-abacus diagram representative matrix has zero diagonal, then digraph is a simple [2].
3. If the elements of the e-abacus diagram representative matrix $m_{j, k}=1$, for all $j \neq k$, $j, k=1,2, \ldots, n$, then digraph is complete.
4. If the e-abacus diagram representative matrix is upper triangular ( or lower triangular ) matrix, then digraph is not strong [2].
5. If the e-abacus diagram representative matrix is symmetric matrix, then digraph is symmetric.
6. If $m_{j, j+1}=1$ for $j=1,2, \ldots, n-1,(n$ is the number of rows(columns)), then digraph is path digraph [2].
7. If $m_{j, j+1}=1$ for $j=1,2, \ldots, n-1,(n$ is the number rows ( columns)) and $m_{1, n}=1$, then digraph is cycle digraph also it is strong digraph [2].
8. If $m_{j, k}=1$ and $m_{k, j}=0$ for all $j \neq k$ and $j, k=1,2, \ldots, n,(n$ is the number rows ( columns)), then digraph is tournament [1].

Finally, there are another properties can be resulting from the e-Abacus diagram representative matrix.

## 3 Application

Since the e-abacus diagram representative matrix for English letters is square $5 \times 5$, which were presented by Mahmood and Mahmood in [8,9], it can be taken as an application between digraph and partition theory, as the digraph in the encoding formula can be abbreviated as follows: To coding the digraph by 10 -tuple out degrees and indegrees of vertices in D.

Code $($ any letter $)=$
(outdegv $v_{1}, \ldots$, outdegv $v_{5} ;$ indeg $_{1}, \ldots$, indegv $v_{5}$,
where $0 \leq$ outdegv $_{j} \leq 5$ and $0 \leq i n d e g v_{j} \leq 5$, for all $1 \leq j \leq 5$. See the appendix 1 .

Perhaps the next question is most important in this area, what will we gain after we have done this step for each letter? The answer will be, if we have any word, how will we be able to convert it according to what has been proposed here!! It is quite clear that we have a square matrix with 5 for the first letter and the same for the second letter and so on for the last letter, let it be $\vartheta$ letters from the chosen word. This means that we now have a new matrix with a capacity of 5 rows and $5 \vartheta$ of columns. Now, added $5(\vartheta-1)$ rows in down the original
matrix will be become square matrix withsize $5 \vartheta \times$ $5 \vartheta$, all added rows have the number 0 only. For examples:
The word TO:
Adjacent matrix of word TO

| TO |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  |  | T |  |  |  |  |  |  |  |  |
| 0 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 |  |
| 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 0 |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |

Then this word by graph theory, we obtained the digraph in Fig. 2 is:


Fig.2.
The digraph from representation the word $T O$.
The code of the word of $h$ letters is Code $($ any word $)=\left(\right.$ outdegv $_{1}, \ldots$, outdegv $v_{5}, 0$, outdeg $v_{6}, \ldots$, outdeg $v_{10}, 0, \ldots, 0$, outdeg $v_{h-4}, \ldots$, outdeg $v_{h} ;$ indeg $_{1}, \ldots$, indeg $_{5}, 0$, indeg $_{6}, \ldots$, indeg $v_{10}, 0, \ldots, 0$, indeg $_{h-4}, \ldots$, indeg $v_{h}$ ).

Hence the code of the word To is:
(4,2,1,1,1,0,3,2,2,2,3; 1,1,5,1,1,3,2,2,2,3).
The word BANK:
Adjacent matrix of word BANK

| BANK |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B |  |  |  |  | A |  |  |  |  | N |  |  |  |  | K |  |  |  |  |
| 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 0 |
| 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

The digraph of the word BANK is:


Fig. 3.
The digraph from representation the word BANK.
and the code is :
(3,2,3,2,3,0,3,2,5,2,2,02,3,4,3,2,0,2,2,2,2,2;
$0,5,3,3,2,0,4,2,2,2,4,0,0,5,2,2,5,0,0,5,1,2,2)$.

## 4 Conclusion

1. Any partition can be represented according to four equivalent stages (Young tableau, $e$ abacus diagram adjacent matrix and by graph theory).
2. In order to achieve the first step, the matrix chosen must be square in order for us to represent it in graph theory.
3. A smooth transition to some cases and characteristics of graph theory, and in other cases we need additional conditions in order to reach those basic rules for cases of graph theory.
4. The possibility of creating code for any matrix of $e$-abacus diagram.
5. Change any word and make it graph.
6. In the case of the sentence, the following mechanism is:
Assume that the number of sentence burns (not counting the spaces between the words) is $a$ and that the number of spaces between one word and another is $b$ and therefore the square matrix that will be produced for this sentence will have a capacity of $5(a+b)$, and this means that the number of graph vertices generated will be $5(a+b)$
7. It is possible to use this new technology in special concepts related to some $e$-abacus diagram applications, see [7].
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## See the appendix

The digraphs of English letters

|  | e-Abacus Diagram |  |  |  |  |  | Adjac | nt | Matri | of D | graphs | Directed Graphs (Digraphs) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | - | - | $\bullet$ | - | - |  | 1 | 2 | 3 | 4 | 5 |  |
|  | $\bullet$ | - | - | - | $\bullet$ | 1 | 0 | 1 | 1 | 1 | 0 |  |
|  |  |  |  |  |  | 2 | 1 | 0 | 0 | 0 | 1 |  |
|  | - | - | $\bullet$ | - | $\bullet$ | 3 | 1 | 1 | 1 | 1 | 1 |  |
|  |  |  |  |  |  | 4 | 1 | 0 | 0 | 0 | 1 |  |
|  | - | - | - | - | - | 5 | 1 | 0 | 0 | 0 | 1 |  |
|  |  | - |  |  | - | Code $A=(3,2,5,2,2 ; 4,2,2,2,4)$ |  |  |  |  |  |  |
|  | A |  |  |  |  |  |  |  |  |  |  |  |
| B | - | $\bullet$ | - |  | - |  |  |  |  |  |  |  |
|  | - | - | - | - | $\bullet$ | 1 | 0 | 1 |  | 1 | 0 |  |
|  |  |  |  |  |  | 2 | 0 |  | 0 | 0 | 1 |  |
|  | - | - | - | - | - | 3 | 0 |  |  | 1 | 0 |  |
|  | - | - | - | - | - | 4 | 0 |  | 0 | 0 | 1 |  |
|  |  |  |  |  |  | 5 | 0 |  | 1 | 1 | 0 |  |
|  | B |  |  |  |  | Code $B=(3,2,3,2,3 ; 0,5,3,3,2)$ |  |  |  |  |  |  |
| C | - |  | $\bullet$ |  | - |  |  |  |  |  |  |  |
|  | - | - | - | - | - | 1 | 0 | 1 | 1 | 1 | 0 |  |
|  |  |  |  |  |  | 2 | 1 | 0 | 0 | 0 | 1 |  |
|  | $\bullet$ | - | - | - | - | 3 | 1 | 0 | 0 | 0 | 0 |  |
|  |  |  |  |  |  | 4 | 1 |  | 0 | 0 | 1 |  |
|  | - | - | - | - | - | 5 | 0 |  |  | 1 | 0 |  |
|  |  |  |  |  |  | COde C $=(3,2,1,2,3 ; 3,2,2,2,2)$ |  |  |  |  |  |  |
|  | C |  |  |  |  |  |  |  |  |  |  |  |
| D | - | - | - | $\bullet$ | - |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 |  |
|  | - | - | - | - | - | 1 | 0 | 1 | 1 | 1 | 0 |  |
|  |  |  |  |  |  | 2 | 0 | 1 | 0 | 0 | 1 |  |
|  | - | - | - | - | - | 3 | 0 | 1 | 0 | 0 | 1 |  |
|  |  |  |  |  |  | 4 | 0 | 1 | 0 | 0 | 1 |  |
|  | - | - | - | - | $\bullet$ | 5 | 0 | 1 | 1 | 1 | 0 |  |
|  |  | - | - | - | - | Code $D=(3,2,2,2,3 ; 0,5,2,2,3)$ |  |  |  |  |  |  |
|  | D |  |  |  |  |  |  |  |  |  |  |  |








